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Today’s class

• Any questions?

• Class presentation topic

• Today’s class –
• Tools for understanding parallel I/O performance
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Class presentation topic – I/O performance analysis

• Glenn K. Lockwood, Shane Snyder, Teng Wang, Suren Byna, Philip Carns, Nicholas J. Wright. "A Year in the Life of a Parallel 
File System." In Proceedings of the International Conference for High Performance Computing, Networking, Storage, and 
Analysis (SC'18). Dallas, TX. November 2018. (Slides)

• Teng Wang, Shane Snyder, Glenn K. Lockwood, Philip Carns, Nicholas J. Wright, and Suren Byna. "IOMiner: Large-Scale 
Analytics Framework for Gaining Knowledge from I/O Logs." In Proceedings of the 2018 IEEE International Conference on 
Cluster Computing (CLUSTER). Belfast, UK. September 2018. 

• Glenn K. Lockwood, Shane Snyder, George Brown, Kevin Harms, Philip Carns, Nicholas J. Wright. "TOKIO on ClusterStor: 
Connecting Standard Tools to Enable Holistic I/O Performance Analysis." In Proceedings of the 2018 Cray User Group. 
Stockholm, SE. May 2018. (Slides) 

• Glenn K. Lockwood, Wucherl Yoo, Suren Byna, Nicholas J. Wright, Shane Snyder, Kevin Harms, Zachary Nault, Philip Carns. 
"UMAMI: a recipe for generating meaningful metrics through holistic I/O performance analysis." In Proceedings of the 2nd Joint 
International Workshop on Parallel Data Storage & Data Intensive Scalable Computing Systems (PDSW-DISCS'17). Denver, 
CO. November 2017. (Slides)

2Links to papers: https://www.nersc.gov/research-and-development/storage-and-i-o-technologies/tokio/

https://dl.acm.org/doi/10.5555/3291656.3291755
https://dl.acm.org/doi/10.5555/3291656.3291755
https://www.nersc.gov/assets/StaffPresentations/2018/Year-in-the-Life-Presentation-SC18.pdf
https://www.nersc.gov/%5bsitetree_link,id=%5d
https://www.nersc.gov/%5bsitetree_link,id=%5d
https://cug.org/proceedings/protected/cug2018_proceedings/includes/files/pap129s2-file1.pdf
https://cug.org/proceedings/protected/cug2018_proceedings/includes/files/pap129s2-file1.pdf
https://cug.org/proceedings/protected/cug2018_proceedings/includes/files/pap129s2-file2.pdf
https://doi.org/10.1145/3149393.3149395
http://www.pdsw.org/pdsw-discs17/slides/lockwood-pdsw-discs17.pdf


Class presentation format

• Main goal(s)
• Motivation
• Prior work
• Proposed solutions
• How were the solutions evaluated and what was achieved?
• Future work – You may add your ideas here.
• Gap analysis – What research gaps are still open?
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Presentation on March 9th



Factors that impact parallel I/O performance
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• Number of MPI ranks
• Number of I/O requests
• Size of I/O requests
• Number of files
• Number of metadata calls

• File open and close requests

• Number of seek operations
• Contiguous / non-contiguous 

requests
• Number of seeks

• Alignment of I/O request with
• File block
• Sub-files

• Shared file or multiple files
• …

• Metadata operations for self-describing property

• Location of metadata

• How many processes are participating in 
metadata or data operations

• Alignment in file offsets

• Hyperslab selections 
• contiguous / non-contiguous?
• complex hyperslabs construction cost

• Chunking 
• Chunk size
• Number of chunks

• Sub-files 
• How many? How’s the data aggregated?

• Compression used or not?
• What’s the compression / decompression 

cost? 
• Where is compression / decompression 

executed?

• Does a file need to be exact size of data or can it 
have some gaps?

• Cache metadata or not?

• Contiguous / non-
contiguous accesses

• Number of I/O requests
• Size of I/O requests
• POSIX consistency 

semantics
• Synchronous / 

Asynchronous I/O calls
• Collective or 

independent
• If collective:

• Number of aggregators
• Aggregator placement
• Aggregation buffer size
• Aggregator to file 

system mapping –
network connections 
and block sizes

• Number of storage 
servers

• Number of metadata 
servers

• Number of storage targets 
(stripe count)

• Block size on storage 
server

• Page size on storage 
target

• Amount of contiguous 
data stored on a storage 
target (stripe size)

• Traffic on storage targets
• Fullness of storage 

targets
• Fragmentation on storage 

targets

Applications High-level I/O library MPI-IO File systems



Tools for understanding parallel I/O performance

• Darshan (ANL)

• Darshan Extended Trace (DXT)  -- Intel, LBNL, & ANL

• DXT Explorer -- LBNL

• Drishti -- LBNL

5



Path to understand I/O performance and optimize

• There are several tools available 
to trace I/O performance

• Darshan
• Recorder
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I/O Problems

Applying I/O 
Tuning

Trace Collection

If there’s a 
performance problem



Darshan I/O

• A lightweight HPC I/O characterization tool to capture application I/O 
behavior

• Provides a summary of I/O calls
• Counts, histograms, timers, and other statistics
• Extended tracing for full I/O activity traces

• Developed at Argonne National Laboratory

• Deployed on several supercomputing facilities
• https://www.mcs.anl.gov/research/projects/darshan/

7

https://www.mcs.anl.gov/research/projects/darshan/


Darshan – How does it work?

8Image from Shane Snyder’s Darshan tutorial

• darshan-runtime and darshan-util

• Instrumentation of I/O calls
• At link time of application OR
• At runtime (using LD_PRELOAD) 

• Collects file access statistics
• HDF5, MPI-IO, POSIX-IO, File system layers
• Computes statistics
• Compresses the logs and writes



Using Darshan on NERSC systems

• Darshan module is available on NERSC systems (may be available at 
OSC as well)

• Run “module list” command to see if Darshan is loaded and which version
• After compiling and running your job with Darshan loaded, run “‘darshan-
config --log-path’ to find where the logs are stored

9Image from Shane Snyder’s Darshan tutorial



Darshan analysis tools
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• darshan-util package
• darshan-job-summary

• provides a summary 
characterizing application I/O 
behavior in a PDF format



Darshan analysis tools

• darshan-job-summary
• provides a summary 

characterizing application I/O 
behavior in a PDF format
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Darshan analysis tools
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• darshan-parser – prints all counters in a log file to a text format file



Darshan analysis tools
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• darshan-parser – prints all counters in a log file to a text format file



Darshan analysis tools
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• darshan-parser – prints all counters in a log file to a text format file
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Darshan Extended Tracing - DXT

• Enhance Darshan to (optionally) report every intercepted call

• Traces appear as a time series and can be post-processed offline

• Provide tools for applying different types of analyses to the logs

• Aggregate statistics and/or drill down to any level of granularity
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DXT components

• Logging
• Records each intercepted I/O call
• Request offset, length, start time, end time, MPI rank and the hostname
• Can be switched on or off at runtime using an environment variable
• Log buffer starts small and expands gradually as needed
• Uses compression to limit the size of the output log file

• Analysis
• Correlates traces with Lustre striping information
• Group/filter requests by rank, host or Lustre OST
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Cong Xu, Shane Snyder, Omkar Kulkarni, Vishwanath Venkatesan, Philip Carns, Suren Byna, Robert Sisneros, 
and Kalyana Chadalavada, "DXT: Darshan eXtended Tracing", Cray User Group Conference 2017 (CUG 2017)



dxt-parser

• Enable DXT
• setenv DXT_ENABLE_IO_TRACE 1

• Copy the Darshan file to your directory

• Run DXT parser
• darshan-dxt-parser some-darshan-log-file.darshan > 
~/trace.txt
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More details on Darshan Utilities: 
https://www.mcs.anl.gov/research/projects/darshan/docs/darshan-util.html



Darshan - Homework

• On NERSC’s Cori system, perform Darshan analysis

• For the h5bench write pattern, collect Darshan log

• Run 
• darshan-parser
• darshan-job-summary
• darshan-dxt-parser
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Due on: Feb 20th



Summary of today’s class

• Parallel I/O performance factors and some application tuning examples

• Next Class – Tracing parallel I/O performance, visualizing

• Class presentation on March 9th

• Homework: Darshan analysis
• Due on: Feb 20th
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